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Abstract

This paper presents a statistical method that can efficiently
predict foot traffic from a limited amount of training data.
The traffic prediction is essential for forecasting and control-
ling excessive congestion after a large-scale event. To han-
dle a small amount of training data due to the nature of a
large-scale event, we propose a pattern-aware neural regres-
sion method that interprets traffic data as a sum of latent be-
havior patterns weighted by their activations. The neural re-
gression model predicts the weights of the patterns from the
event information. The method trains the regression model
with a variational expectation-maximization algorithm to pre-
vent overfitting. With real traffic data at a soccer stadium, the
experiments demonstrate that the proposed method outper-
forms the conventional direct regression methods. We also
show that our Bayesian approach performs more stable pre-
diction than an existing maximum likelihood approach.

Introduction

Predicting traffic congestion is an essential function for
urban transportation to keep its safety and comfortabil-
ity (Zhang et al. 2011; Alsrehin, Klaib, and Magableh 2019).
A typical traffic congestion of vehicles and people often oc-
curs after a large-scale event, such as sports and entertain-
ment events. A large number of visitors try to leave the event
venue at the same time, and the resulting traffic jam often
causes serious accidents around the event site if no precau-
tionary measures are take against such a disaster. Various
methods have been investigated for forecasting and control-
ling excessive traffic congestion (Jiang et al. 2019; Liao et al.
2018; Ni, He, and Gao 2016).

Since the existing prediction methods rely on the training
data of past traffic histories (Nihan and Holmesland 1980;
Xu et al. 2017; Kang, Lv, and Chen 2017), their performance
deteriorates with a limited amount of the training data. Al-
though the traffic prediction for large-scale events is an im-
portant task to avoid serious accidents, it is often difficult
to prepare a large amount of traffic data enough to train a
prediction method. A soccer stadium, for example, holds a
few major games, where a large number of spectators visit
in a year. The traffic data of other similar events, in addition,
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Figure 1: Overview of the proposed foot traffic prediction.
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would not improve the performance because the traffic situ-
ation varies depending on their surrounding environments.

A promising approach to handle a limited amount of train-
ing data is to assume a small set of behavior patterns of peo-
ple. A group of people, for example, leaves an event site im-
mediately after the event is over while another group stays
longer to bask in the afterglow of the event. The observed
traffic could be considered as a sum of such latent behavior
patterns weighted by the number of people corresponding to
each group. By predicting the weights of the basis behavior
patterns instead of directly predicting the raw time series,
the traffic prediction will be much improved because we can
significantly reduce the number of predicted values.

In this paper, we present a pattern-aware neural regres-
sion method for traffic prediction that can make great use of
a limited amount of training data (Figure 1). We predict a
time series of foot traffic at an exiting gate of a large-scale
event by taking as input the event information (e.g., start-
ing time, weather, the number of spectators). The behav-
ior patterns are handled by non-negative matrix factorization
(NMF) (Cemgil 2008), which interprets the traffic time se-
ries as a sum of non-negative basis behaviors weighted by
their activations. More specifically, our method trains a neu-
ral regression model to predict the activations while jointly
finding the basis behaviors for the training data. This frame-
work is formulated as a Bayesian generative model for a traf-
fic series to avoid the overfitting of the model parameters.

The main contribution of this study is to introduce the
low-rank approximation by NMF into traffic prediction for
handling a small amount of training data. We formulate a
probabilistic model suitable for the traffic prediction task,
whereas several studies have utilized NMF for predicting a
time series (Zhu and Yan 2018; Mei et al. 2018). We evalu-
ate the proposed method by real foot traffic data at an exiting
gate of a soccer stadium. The experimental results show that
the proposed method outperforms the conventional methods.



Related Work

This section introduces existing traffic prediction methods
and non-negative matrix factorization methods.

Traffic Prediction

Traffic prediction has been studied by using various frame-
works such as autoregressive models (Nihan and Holmes-
land 1980), Kalman filters (Xu et al. 2017), and recurrent
networks (Kang, Lv, and Chen 2017). The amount of traffic
can be predicted better by using additional information, such
as weather (Abrishami, Kumar, and Nienaber 2017) and the
traffic data observed at other places (Duan et al. 2019; Lin
et al. 2019). Such a technique has also been utilized for pre-
dicting the traffic after a large-scale event by using tracking
data of Global Positioning System (GPS) (Jiang et al. 2019),
search queries of a web mapping service (Liao et al. 2018),
and event-related information from social media (Ni, He,
and Gao 2016). Since these methods predict a traffic time
series from long-term traffic history as training data, they
suffer from the overfitting due to lack of the training data.

Non-negative Matrix Factorization

A popular approach to efficiently reduce the number of
parameters is to use non-negative matrix factorization
(NMF) (Xu, Liu, and Gong 2003), which approximates a
non-negative vector with a small number of template (ba-
sis) vectors. NMF has been utilized for audio source sepa-
ration (Févotte, Bertin, and Durrieu 2009), document recog-
nition (Xu, Liu, and Gong 2003), and social media analy-
sis (Pei, Chakraborty, and Sycara 2015). NMF has also been
combined with multivariate regression models to preventing
overfitting (Zhu and Yan 2018; Mei et al. 2018).

The most of NMF methods are based on a minimum
mean square error (MMSE) criterion, which corresponds to
the maximum likelihood criterion with the Gaussian likeli-
hood (Xu, Liu, and Gong 2003). Since the observation of
NMF is non-negative, the Gaussian likelihood that can take
negative values is inconsistent in a sense of the probabilis-
tic generative model. It has been reported that the perfor-
mance of NMF can be improved by appropriate selection of
the likelihood function. Poisson and exponential likelihoods
are, for example, known to be suitable for audio source sepa-
ration (Févotte, Bertin, and Durrieu 2009). It is also reported
that the performance can be improved by estimating the la-
tent vectors in a Bayesian manner (Cemgil 2008).

Proposed Method

This section describes our foot traffic prediction that intro-
duces the low-rank assumption of NMF for efficient training.

Problem Specification
The problem setting for this study is specified as follows:

Inputs: a feature vector x* € R of the target event
Outputs: the expected value of foot traffic series y* € Rf
Training data: N pairs of x(") € RP and y(™) € N

that are collected in advance,

where 1" represents the number of time frames. The feature
vector represents the characteristics of the predicted event.

Model Formulation

We formulate the foot traffic y, € N at time ¢ by using a
Poisson regression model as follows:

yt | f,x ~ Poisson (f (x)), (D

where f, : RP? — R, is a nonlinear mapping that pre-
dicts the expected value of ;. This direct regression, how-
ever, often fails to predict the time series due to the large
number of parameters for all the nonlinear mappings f;
(t=1,...,T). To solve this problem, we introduce K basis
vectors wy € R£ each of which represent a template traffic
pattern of visitors as follows:

K
vt | f,x, W ~ Poisson <Z Wit [k (x)) 2)

k=1

where fi, : RP — R is a nonlinear mapping that predicts
the weight for the k-th traffic pattern. Here, we formulate
the traffic as the sum of the basis vectors weighted by fx
instead of the direct regression by f;. Setting a small num-
ber of bases K < T, this formulation significantly reduces
the number of the parameters for the nonlinear mapping. In
addition, to prevent W from the overfitting, we put the fol-
lowing gamma prior on W, which is a conjugate prior of the
Poisson likelihood:

wgy ~ Gamma (ag, by) , 3)

where ag and b, are hyperparameters to control the sparse-
ness and scale of wy;, respectively.

Training

Given N training pairs of x(™) and y(™), we find the regres-
sion model fj that maximizes the log-marginal likelihood
logp(Y | X, f). Because this log-marginal likelihood is in-
tractable, we approximately optimize the likelihood by in-
troducing the following variational posterior distribution g:

p(W | X, f) ~ q(W) £ T g(wr). )
k

The training maximizes a lower-bound of the log-marginal
likelihood, namely the evidence lower bound (ELBO):

L =Eyllogp (Y [ X, f,W)] = Dkr[g (W) |p(W)]. (5)

The whole training procedure is formulated as a vari-
ational expectation-maximization (EM) algorithm (Bishop
2006) that iteratively and alternately updates the nonlinear
mapping f and the variational posterior q. In the E step, we
update the variational distribution g (wy) to maximize the
ELBO as in the Bayesian NMF (Cemgil 2008):

q (wfk) — Gamma (atk7 btk) ) (6)
N N

aw = ag + Z yﬁn)wt(,?), by = by + Z T (X(")) )
n=1 n=1

where wt(,f) o exp (E, [logwy]) fi (x™) is an auxiliary
variable satisfying Zszl d)t(,?) = 1. In the M step, on the
other hand, we update fj, to maximize the ELBO of Eq. (5)
by using a stochastic gradient descent method. In this paper,
we used the Adam optimizer for updating f.
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Figure 3: Configuration of neural regression model.

Table 2: Comparison of prediction performance.

Method | Likelihood | K | RMSE MAPE
Figure 2: Traffic data collection. . ; Gaussian | N/A | 34.60 0572
Direct regression ‘ Poisson | N/A ‘ 36.92  0.585
Table 1: Description of event information. NME-based resression Gaussian | 8 | 30.14 0511
Feature Value range Description ) gres Poisson 7 | 27.39 0454
Firsthalf win {0, 1} Win or not at the 1st half BNMF-based regression | Poisson | 11 | 26.77 0.440
Kickoff time [14, 19] The start time of the game

Spectator count  [13502, 34312] Sum of Spectators
Half-time temp. [9.8, 28.3] Temperature (°C) at the end
of the Ist half

Prediction

The predicted value y* for a new feature vector x* is cal-
culated as an expected value of the predictive distribution
p(y* | x*, f,Y,X) as follows:

L K
1 0 X
yt=zl§_;;wktfk(x) @®)

where w,(clt) ~ q(wgy) is a sample of the variational distribu-

tion obtained at the training stage.

Experimental Evaluation

This section describes the experimental results with foot
traffic data recorded at an actual soccer stadium.

Dataset

The proposed method was evaluated with real foot traffic
data recorded in the Kashima Soccer Stadium, Japan. We
recorded the traffic time series of exiting visitors for 15
games between December 2018 and December 2019. The
traffic data collection was conducted at a gate of the sta-
dium by using a human tracking system based on a light
detection and ranging (LiDAR) sensor (Onishi 2015), which
can observe human movement in a range between 0.5 m and
22 m from the sensor at 10 fps (Figure 2). The foot traffic
was recorded for 120 minutes from 90 minutes after the be-
ginning of each game, which corresponds to approximately
30 minutes before the end of the second half. The recorded
data were split into time frames with the window length of
one minute to count the number of people leaving the sta-
dium in each frame depending on their moving directions.
To predict the foot-traffic time series, we used the event in-
formation summarized in Table 1. These features were deter-
mined from our empirical experience at the stadium. They
were standardized by their means and standard deviations.
For continuous variables in them, we also used the second,
third, and fourth powers of them as the feature. In summary,
we used a D = 13 dimensional vector for predicting.

Experimental conditions

Since we had only traffic data for 15 games, we conducted
a leave-one-out cross validation by using one game for eval-
vation and the other N = 14 games for training in each
validation. As shown in Figure 3, we used a three-layer neu-
ral network as the regression model fj. The training was
conducted by using an Adam optimizer with a learning rate
of 1.0 x 1072, The hyperparameters ag and by were set to
1.0 and 1.0 x K, respectively. The iteration of the EM al-
gorithm was conducted for 500 times. The network weights
were updated 100 times for every update of the basis vec-
tors. These parameters were determined experimentally by
using the cross validation.

The proposed method was evaluated with two baselines.
One was a direct method that predicts a traffic time series
directly from the feature vector. The other was an NMF-
based method similar to the proposed framework, in which
the basis vectors were updated by the maximum likelihood
manner instead of our Bayesian manner. For both the meth-
ods, we evaluated the loss functions based on the Gaussian
and Poisson likelihood functions. We used the same net-
work configuration for the baseline methods as our method.
The prediction performances were evaluated by root mean
square errors (RMSEs) and mean absolute percentage errors
(MAPEs). MAPEs were calculated as the mean absolute er-
rors divided by the mean value of the whole foot traffic.

Experimental Results

Table 2 summarizes the prediction performance of each
method with K having the best RMSE. Firstly, NMF-based
regression improved the prediction performance in both
RMSE and MAPE more than the direct regressions. The
performance in the NMF-based regression was also im-
proved by replacing the Gaussian likelihood with the Pois-
son likelihood. These results demonstrated that our proposal
of the pattern-aware regression and generative model ap-
proach with the Poisson likelihood was effective for traf-
fic prediction under the small amount (14 samples) of train-
ing data. In addition, our Bayesian extension (denoted by
BNMF-based regression), which estimates the posterior dis-
tribution of basis behavior vectors, further improved the per-
formance in both the RMSE and MAPE. This result shows
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Figure 4: Excerpts of predicted foot traffic.

that our proposal of the Bayesian inference was effective
to prevent the model parameters from overfitting. Figure 4
shows excerpts of the predicted foot traffics. We can see that
the direct regression methods (blue and green lines) often
drastically failed to predict the traffic. In contrast, the pro-
posed BNMF-based regression (red lines) stably predicted
the foot traffic.

Conclusion

In this paper, we presented a framework to efficiently pre-
dict foot traffic congestion from a small amount of data.
Our method predicts the weights of the basis traffic pat-
terns from the event feature vectors. We formulated a prob-
abilistic generative model of traffic data based on NMF and
trained a neural regression model in a variational EM algo-
rithm to prevent the overfitting of the model parameters. The
generative model is formulated with a Poisson likelihood,
which is a natural representation of count data. The exper-
imental results with real foot traffic data from large-scale
events showed that our method outperformed the conven-
tional direct regression method. The proposed method also
outperformed the NMF-based regression methods trained by
maximum likelihood estimation with a Gaussian likelihood,
which is used in the conventional methods. Our future work
is to enable online (real-time) model updating to deal with
unexpected or difficult-to-predict situations.
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